Noncommutative $\mathbb{R}^d$ via closed star product
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Abstract: We consider linear star products on $\mathbb{R}^d$ of Lie algebra type. First we derive the closed formula for the polydifferential representation of the corresponding Lie algebra generators. Using this representation we define the Weyl star product on the dual of the Lie algebra. Then we construct a gauge operator relating the Weyl star product with the one which is closed with respect to some trace functional, $\text{Tr}(f \star g) = \text{Tr}(f \cdot g)$. We introduce the derivative operator on the algebra of the closed star product and show that the corresponding Leibniz rule holds true up to a total derivative. As a particular example we study the space $\mathbb{R}^3_\theta$ with $\text{su}(2)$ type noncommutativity and show that in this case the closed star product is the one obtained from the Duflo quantization map. As a result a Laplacian can be defined such that its commutative limit reproduces the ordinary commutative one. The deformed Leibniz rule is applied to scalar field theory to derive conservation laws and the corresponding noncommutative currents.
1 Introduction

There has recently been a renewed interest in noncommutative structures on $\mathbb{R}^3$ of Lie algebra type (in particular $\mathfrak{su}(2)$), in connection with their occurrence in three-dimensional quantum gravity models [1], where $\mathbb{R}^3$ is identified with the dual algebra of the local relativity group. In such a framework star products are mainly introduced through a group Fourier transform (see for example [2] for a review and comparison with other techniques), imposing compatibility with the group convolution.

Besides their appearence in the quantum gravity context, noncommutative structures on $\mathbb{R}^3$ are very interesting because of their application in the quantization of standard dynamical systems as for example the hydrogen atom [3–5]. As for their implications in quantum field theory, such as their renormalization properties and the UV/IR behaviour, which are quite different from noncommutative field theories on Moyal space-time, they are analyzed in [6, 7]within the noncommutative space $\mathbb{R}^3_\lambda$ first introduced in [8]. The latter may be regarded as a sequence of fuzzy spheres $\mathbb{R}^3_\lambda = \bigoplus_j S_j$, with different radii labelled by $j \in \mathbb{N}/2$. The coordinate functions of such a noncommutative algebra satisfy $\mathfrak{su}(2)$ type star commutators

$$[x^i, x^j]_{\star_\lambda} = i\lambda \varepsilon^{ijk} x^k$$

The definition of a Laplacian in
terms of such derivations does not reproduce the ordinary Laplacian on $\mathbb{R}^3$, whereas the fact that the star product is not closed complicates the calculation of free dynamics already for a simple scalar field theory (see [6] for details). To overcome the latter a matrix basis adapted to $\mathbb{R}^3_\lambda$ has been proposed in [6]. Then the constructed framework was applied [6] to study one loop contributions to the two point correlation function of real valued scalar noncommutative field theories with quartic polynomial interaction. No singularity of $IR$ type was found, which signals the absence of $UV/IR$ mixing in the considered theory. In [7] the formalism has been extended to include $U(1)$ gauge theory on such a space at one loop.

One of the questions which has motivated the present work is whether the absence of mixing found in [6] is a consequence of the specific choice of the deformed Laplacian, or it is a general property of NC field theories on deformed $\mathbb{R}^3$ with star products reproducing the star commutator (1.1) (that is, star products of $\mathfrak{su}(2)$ type). To this, we shall look for yet another $\mathfrak{su}(2)$ based star product, with the notable property of being closed with respect to the corresponding trace functional,

$$\text{Tr } (f \star g) = \text{Tr } (f \cdot g).$$

This property will make it possible to define the Laplacian, hence the kinetic part of any classical action of fields on noncommutative $\mathbb{R}^3$, just as in the commutative case, $\Delta = \partial_x^2 + \partial_y^2 + \partial_z^2$. This will settle the issue of the commutative limit which was pointed out in [6, 7]. The new star product, $\star$, is equivalent to $\star_\lambda$ in the sense that they agree at the level of star commutator of coordinates, Eq. (1.1) and an invertible map relates the two. We will indicate with $\mathbb{R}^3_\theta$ the noncommutative algebra with the new star product, $(\mathcal{F}(\mathbb{R}^3), \star)$, to distinguish it from the one in [6–8].

The existence of a star product closed with respect to the corresponding trace functional, which is known as the generalized Connes-Flato-Sternheimer conjecture, is proven in [9]. The problem is how to find it. The idea, see e.g. [5], is to start with some appropriate star product (here the Weyl ordered one) and then use the gauge freedom [10] in the definition of the star product to obtain the desirable one. Indeed if $\star$ and $\star'$ are two different star products corresponding to the same Poisson bi-vector $\omega^{ij}(x)$, they are related by a local transformation

$$T(f \star g) = (Tf \star' Tg),$$

where $T = 1 + O(\theta)$ is what we shall call the gauge operator. An instance of such a procedure can be found in [11], where a gauge operator $T$ was constructed, realizing the

---

* For convenience we report the result

**Theorem [9]** Let $\mathcal{M}$ be a Poisson manifold with the bivector field $\omega^{ij}(x)$, and let $\Omega$ be any volume form on $\mathcal{M}$ such that $\text{div}_\Omega \omega = 0$. Then there exists a star product on $C^\infty(\mathcal{M})$ such that for any two functions $f$ and $g$ with compact support one has:

$$\int (f \star g) \cdot \Omega = \int f \cdot g \cdot \Omega.$$
equivalence between the Gutt star product [12] and the Kontsevich one on the dual of Lie algebras.

Our first goal is to construct the Weyl star product $\star_W$, for a linear Poisson structure. To this end in Section 2 we derive the closed formula for the polydifferential representation of the algebra (1.1), Eq. (2.14).

In Section 3 we generalize the proposed construction to the case of $d$ dimensional Lie algebras, $[\hat{x}^i, \hat{x}^j] = i\theta f^{ij}_k \hat{x}^k$. Then, in Section 4, using the proposed polydifferential representation, we define the Weyl star product on the dual of Lie algebras. We compare our results with the existing ones known in the literature, in particular with the one obtained from the Baker-Campbel-Hausdorff (BCH) formula.

The general procedure of the construction of the gauge operator $T$ which transforms a given star product $\star'$ in the closed one $\star$ is proposed in Section 5. Thus in Section 6 we apply it to the particular example of the $\mathfrak{su}(2)$ algebra. The gauge operator relating the Weyl star product with the closed one is given by Eq. (6.13). We prove that it coincides with the Duflo correction to the Poincaré-Birkhoff-Witt map. We thus derive the explicit formula for the closed star product on $\mathbb{R}^3_\theta$ and show that it is exactly the star product obtained from the Duflo quantization map. In section 7 we introduce the derivative operators $\hat{\partial}_i$ on the algebra of functions with closed star product and discuss their properties. In general, the Leibniz rule will be violated, but in a controlled way [13].

To conclude we shortly consider in Section 8 an application of our formalism to scalar field theory on $\mathbb{R}^d_\theta$ and outline the study its classical properties.

## 2 Polydifferential representation for $\mathfrak{su}(2)$

To start with, let us construct the polydifferential representation for the algebra of operators

$$[\hat{x}^i, \hat{x}^j] = i\theta \varepsilon^{ijk} \hat{x}^k. \quad (2.1)$$

The perturbative construction of the representation of the noncommutative algebra corresponding to any Poisson bi-vector $\omega^{ij}(x)$, suitable for the definition of the Weyl star product was proposed in [14]. In [12, 15] a universal formula was given for the representation of Lie algebra generators as formal power series of the corresponding structure constants with the coefficients in Bernoulli numbers. In [16] the above procedure was applied to obtain the closed formula of the polydifferential representation for the $\kappa$-Minkowski Lie algebra on $\mathbb{R}^d$. Here we will follow the same approach. We will look for a representation of the algebra (2.1) in the form

$$\hat{x}^i = x^l g_{il}(\partial), \quad (2.2)$$

where the functions $g_{il}(\partial)$, satisfy the equation

$$g_{jl} \partial^j g_{ik} - g_{il} \partial^j g_{jk} = i\theta \varepsilon^{ijk} g_{lk}, \quad (2.3)$$

with $\partial^l = \delta^l/\delta(\partial_l)$.

Perturbative calculations of the solution of (2.3) suggest the following anzatz

$$g_{il}(\partial) = \delta_{il} - \theta \phi_{il}(\partial), \quad (2.4)$$
where
\[ \phi_{il}(p) = \frac{i}{2} \varepsilon_{ilm}p_m + \frac{\theta}{12} \left( \delta^i_l p^2 - p_ip_l \right) \chi \left( \frac{\theta^2 p^2}{2} \right). \] (2.5)

Substituting (2.4) in (2.3) we obtain the equation
\[ \partial^i \phi_{jk} - \partial^j \phi_{ik} + \theta \left( \phi_{jl} \partial^l \phi_{ik} - \phi_{il} \partial^l \phi_{jk} \right) = i \varepsilon^{ijk} - i \theta \varepsilon^{ijkl} \phi_{lk}. \] (2.6)

On using (2.5) we compute
\[ \partial^i \phi_{jk} - \partial^j \phi_{ik} = i \varepsilon^{ijk} - \theta \left( p_i \delta^{jk} - p_j \delta^{ik} \right) \left( 1 + \frac{\theta^2 p^2}{144} \right) \varepsilon^{ijkl} \phi_{lk}. \] (2.7)

where \( \chi' \) indicates the ordinary derivative of the function \( \chi \) with respect to the argument. Also we calculate
\[ \phi_{jl} \partial^l \phi_{ik} - \phi_{il} \partial^l \phi_{jk} = - \left( p_i \delta^{jk} - p_j \delta^{ik} \right) \left( 1 + \frac{\theta^2 p^2}{144} \right) \varepsilon^{ijkl} \phi_{lk} - i \theta \chi^{ijkl} \phi_{lk}. \] (2.8)

The RHS of (2.6) can be written as
\[ i \varepsilon^{ijk} - i \theta \varepsilon^{ijkl} \phi_{lk} = i \varepsilon^{ijk} - \theta \left( p_i \delta^{jk} - p_j \delta^{ik} \right) \left( 1 + \frac{\theta^2 p^2}{144} \right) \varepsilon^{ijkl} \phi_{lk} - i \theta \chi^{ijkl} \phi_{lk}. \] (2.9)

Substituting (2.7), (2.8) and (2.9) in (2.6) we conclude that the function \( \chi(t) \) has to satisfy the ODE
\[ 2t \frac{d\chi}{dt} + 3(\chi + 1) - \frac{t \chi^2}{6} = 0, \] (2.10)

with initial condition \( \chi(0) = -1 \). The solution is given by
\[ \chi(t) = - \frac{6}{t} \left( \sqrt{\frac{t}{2}} \coth \sqrt{\frac{t}{2}} - 1 \right). \] (2.11)

In the form of series it can be represented as
\[ \chi(t) = - \frac{6}{t} \sum_{n=1}^{\infty} \frac{2^n B_{2n} t^{n-1}}{(2n)!}, \] (2.12)

where \( B_n \) are Bernoulli numbers, \( B_1 = -1/2, B_2 = 1/6, B_3 = 0, \) etc. In particular, one may see that
\[ \chi(0) = - \frac{2 B_2}{2} = -1. \] (2.13)

The closed form of the polydifferential representation for the algebra (1.1) reads then
\[ \dot{x}^i = x^i + \frac{i \theta}{2} \varepsilon^{ijk} x^k \partial_j + (x^i \Delta - x^i \partial_i \partial_j) \Delta^{-1} \left[ \frac{\theta}{2} \sqrt{\Delta} \coth \left( \frac{\theta}{2} \sqrt{\Delta} \right) - 1 \right]. \] (2.14)

Taking into account Eq. (2.12) we may write Eq. (2.14) in the form of an infinite power series,
\[ \dot{x}^i = x^i + \sum_{n=1}^{\infty} \frac{(i \theta)^n}{n!} \left( -1 \right)^n B_n \varepsilon^{ijk_1 \ldots k_n} \varepsilon^1 \ldots \varepsilon^{k_{n-1} k_n} \partial_{k_1} \ldots \partial_{k_n}, \] (2.15)
which is in agreement with previous results \cite{11, 12, 15}, obtained within different approaches. Let us prove the equivalence between the two expressions. First we note that (2.15) can be written as

\[
\hat{x}^i = x^i + \frac{i\theta}{2} \varepsilon^{ijk} x^j \partial_j + x^i \mathcal{X}_i^j (-\theta^2 M/2),
\]

where the operator valued matrix \( M_i^j \) is defined as

\[
M_i^j = \varepsilon^{ij_1j_2} \varepsilon^{k_1k_2} \partial_{j_1} \partial_{j_2} - \delta^i{}^j \Delta,
\]

the function \( \mathcal{X}(t) \) is given by

\[
\mathcal{X}(t) = \sqrt{\frac{t}{2}} \coth \sqrt{\frac{t}{2}} - 1 = \sum_{n=1}^{\infty} \frac{2^n B_{2n} t^n}{(2n)!},
\]

and the expression \( \mathcal{X}_i^j (-\theta^2 M/2) \) is understood as a function of the matrix \( M \) in the sense of power series,

\[
\mathcal{X}_i^j (-\theta^2 M/2) = \sum_{n=1}^{\infty} \frac{(-1)^n \theta^{2n} B_{2n} M_{1}^{i} M_{1}^{j} \cdots M_{n}^{j}}{(2n)!}.
\]

Indeed, taking into account the form of the matrix \( M_i^j \), given by (2.17) and the fact that \( B_{2n+1} = 0, n > 1 \), the expression (2.19) becomes

\[
\mathcal{X}_i^j (-\theta^2 M/2) = \sum_{n=2}^{\infty} \frac{(i\theta)^n B_{2n} \Delta^{i} \varepsilon^{ij_1j_2} \varepsilon^{k_1k_2} \cdots \varepsilon^{k_{n-1}j_n} \partial_{j_1} \cdots \partial_{j_n}}{n!}.
\]

Next we note that the matrix (2.17) is diagonalizable, i.e.,

\[
M = S \cdot D \cdot S^{-1},
\]

where \( D \) is the diagonal matrix with the eigenvalues of \( M \) on the diagonal and the matrix \( S \) consists of the corresponding eigenvectors,

\[
D = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -\Delta & 0 \\ 0 & 0 & -\Delta \end{pmatrix}, \quad S = \begin{pmatrix} \partial_x/\partial_x & -\partial_x/\partial_x & -\partial_y/\partial_x \\ \partial_y/\partial_x & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}.
\]

With the help of the expression (2.21) we may write (2.19) as

\[
\mathcal{X} (-\theta^2 M/2) = S \cdot \begin{pmatrix} 0 & 0 & 0 \\ 0 & \mathcal{X} \left( \frac{\theta^2}{2} \Delta \right) & 0 \\ 0 & 0 & \mathcal{X} \left( \frac{\theta^2}{2} \Delta \right) \end{pmatrix} \cdot S^{-1}.
\]

Finally we obtain,

\[
x^i \mathcal{X}_i^j (-\theta^2 M/2) = (x^i \Delta - x^i \partial_i h) \Delta^{-1} \left[ \frac{\theta}{2} \sqrt{\Delta} \coth \left( \frac{\theta}{2} \sqrt{\Delta} \right) - 1 \right],
\]
which after substitution in (2.16) reproduces exactly the closed formula (2.14). That is, using the property of the matrix (2.17) to be diagonalizable and the form of the function (2.18) one may represent the formal series (2.15) as a closed expression.

Let us stress that the formula (2.14) is an important step in our construction, since it will be used to obtain the closed expression for the gauge operator \( T \) mentioned in the introduction. Also we note that even if Eq. (2.14) concerns \( \mathfrak{su}(2) \) generators, closed expressions for a wide class of other Lie algebra generators can be easily obtained following the same approach.

3 Generalization

The above construction can be generalized to any Lie algebra \( \mathfrak{g} \), with commutation relations,

\[
[\hat{x}^i, \hat{x}^j] = i\theta f^{ij}_k \hat{x}^k, \quad i, j, k = 1, \ldots d,
\]

provided that the corresponding matrix

\[
M^i_\mathfrak{g} = f^{ij}_l f^{kj}_m \partial_l \partial_m,
\]

be diagonalizable. That is, if there exists a nondegenerate matrix \( S_\mathfrak{g} \), such that

\[
M_\mathfrak{g} = S_\mathfrak{g} \cdot D_\mathfrak{g} \cdot S_\mathfrak{g}^{-1},
\]

where \( D_\mathfrak{g} \) is diagonal. As in the case of the \( \mathfrak{su}(2) \) algebra we first write

\[
\hat{x}^i = x^i g^i_j (\partial) = x^i \left[ \delta^i_j + \frac{i\theta}{2} f^{ij}_l \partial_j + \lambda^i_j (-\theta^2 M_\mathfrak{g}/2) \right].
\]

Taking into account (2.19) and (3.2) the above expression can be written as,

\[
\hat{x}^i = x^i + \sum_{n=1}^{\infty} \frac{(i\theta)^n}{n!} B_n x^k f^{ij}_l f^{kj}_m \cdots f^{j_1 j_2} x^l \partial_j \partial_j \cdots \partial_j,
\]

which corresponds to the formal series giving the polydifferential representation for the generators of the algebra (3.1), see [11, 12, 15]. On the other hand, the fact that \( M_\mathfrak{g} \) is diagonalizable implies that

\[
\lambda^i_j (-\theta^2 M_\mathfrak{g}/2) = \left[ S_\mathfrak{g} \cdot \chi \left( -\theta^2 D_\mathfrak{g}/2 \right) \cdot S_\mathfrak{g}^{-1} \right]^i_j,
\]

where

\[
\chi \left( -\theta^2 D_\mathfrak{g}/2 \right) = \text{diag} \left[ \chi \left( -\theta^2 \lambda_1/2 \right), \ldots, \chi \left( -\theta^2 \lambda_d/2 \right) \right],
\]

with \( \lambda_1, \ldots, \lambda_d \) being the differential operators corresponding to eigenvalues of (3.2). That is, (3.3) becomes

\[
\hat{x}^i = x^i + \frac{i\theta}{2} f^{ij}_l x^l \partial_j + x^l \left[ S_\mathfrak{g} \cdot \chi \left( -\theta^2 D_\mathfrak{g}/2 \right) \cdot S_\mathfrak{g}^{-1} \right]^i_j.
\]

This equation represents the closed expression for the polydifferential representation of (3.1) which, as we will see, is compatible with the construction of the symmetrically ordered star product on the dual of the appropriate Lie algebra \( \mathfrak{g} \).
4 Weyl star product for linear Poisson structures

On using the polydifferential representation (3.7) we shall construct in this section the symmetrically ordered star product corresponding to a generic Lie algebra (3.1). First we observe that since the terms proportional to \( n \)-th powers of \( \theta, n \geq 1 \) in (3.7), or what is the same, (3.4), contain derivatives and \( \partial_i \nabla = 0 \), we conclude that

\[
\hat{x}^i \nabla 1 = x^i.
\]

Also one may easily verify that the action of the symmetrized product of two coordinate operators on constants gives as a result the product of the corresponding coordinates,

\[
\langle \hat{x}^i \hat{x}^j \rangle_{\text{W}} \nabla 1 = 1 \frac{1}{2} (\hat{x}^i \hat{x}^j + \hat{x}^j \hat{x}^i) \nabla 1 = x^i x^j
\]

where the symbol \( \langle \ldots \rangle \) stands for the symmetric or Weyl ordering of operators. The construction [14] of the polydifferential representation (3.3) for the algebra (3.1) guarantees that the above property holds true for the symmetrized product of any number of coordinate operators, i.e.,

\[
\langle \hat{x}^{i_1} \ldots \hat{x}^{i_n} \rangle_{\text{W}} \nabla 1 = \frac{1}{n!} \sum_{P_n} P_n (\hat{x}^{i_1} \ldots \hat{x}^{i_n}) \nabla 1 = x^{i_1} \ldots x^{i_n}.
\]

(4.1)

where \( P_n \) are all permutations of \( n \) elements. Eq. (4.1) is the key difference between the representation (3.7) and the ones including only a finite number of derivative terms see e.g., [3, 17].

Suppose that a function \( f(x) \) on \( \mathbb{R}^3 \) can be expanded in the Taylor series around zero,

\[
f(x) = \sum_{n=0}^{\infty} f^{(n)}_{i_1 \ldots i_n} x^{i_1} \ldots x^{i_n}.
\]

(4.2)

We define the Weyl ordered operator \( f_W(\hat{x}) \) corresponding to the function \( f(x) \) by the following rule,

\[
f_W(\hat{x}) = \sum_{n=0}^{\infty} f^{(n)}_{i_1 \ldots i_n} \sum_{P_n} \frac{1}{n!} P_n (\hat{x}^{i_1} \ldots \hat{x}^{i_n}).
\]

(4.3)

Since \( \exp[i k_m \hat{x}^m] \) is automatically Weyl ordered, we may also use the Weyl map as another way of implementing the symmetric ordering

\[
f_W(\hat{x}) \equiv \hat{W}(f) = \int \frac{d^3k}{(2\pi)^3} \tilde{f}(k) e^{ik_m \hat{x}^m},
\]

(4.4)

where \( \tilde{f}(k) \) is the Fourier transform of \( f \). Equations (4.1) and (4.3) imply that

\[
\hat{W}(f) \nabla 1 = f(x).
\]

(4.5)

This in turn means that the inverse Weyl map, \( W^{-1} \), in this case is nothing but the action of the corresponding operator on the constant,

\[
W^{-1} (f_W(\hat{x})) = f_W(\hat{x}) \nabla 1 = f(x),
\]

(4.6)
see [14] and [18] for more details.

Let us define the star product as

$$\hat{W}(f \star_W g) = \hat{W}(f)\hat{W}(g).$$

(4.7)

By construction this star product is associative due to the associativity of the operator product. Taking into account Eq. (4.6) we write

$$(f \star_W g)(x) = W^{-1}\left(\hat{W}(f)\hat{W}(g)\right)$$

(4.8)

where the RHS represents the action of a polydifferential operator on a function.

The property (4.1) ensures that Eq. (4.8) satisfies the condition

$$\frac{1}{n!}\sum P_n(x^{i_1} \star_W \cdots \star_W x^{i_n}) = x^{i_1} \cdots x^{i_n}.\quad (4.9)$$

Also, by construction the star product $\star_W$ is Hermitean, i.e.,

$$(f \star_W g)^* = g^* \star_W f^*.$$ \quad (4.10)

The star product between the coordinate $x^i$ and a function $f(x)$ is given by $x^i \star_W f = \hat{x}^i \triangleright f$, where the closed formula for the operator $\hat{x}^i$ was calculated in (3.7), or (2.14) in case of $su(2)$. For the latter case we have in particular

$$x^i \star_W f = \left\{x^i + \frac{i\theta}{2}\varepsilon^{ijk}x^j\partial_j + (x^i\Delta - x^i\partial_i)\Delta^{-1}\left[\frac{\theta}{2}\sqrt{\Delta}\coth\left(\frac{\theta}{2}\sqrt{\Delta}\right) - 1\right]\right\} \triangleright f.$$ \quad (4.11)

The star product

$$(x^{i_1} \cdots x^{i_k}) \star_W f(x) = \langle \hat{x}^{i_1} \cdots \hat{x}^{i_k}\rangle_W \triangleright f(x),$$ \quad (4.12)

can be constructed by induction using the formula [12],

$$\langle \hat{x}^{i_1} \cdots \hat{x}^{i_k}\rangle_W = \frac{1}{k} \sum_{l=1}^{k} \hat{x}^{i_l} \langle \hat{x}^{i_1} \cdots \hat{x}^{i_l} \cdots \hat{x}^{i_k}\rangle_W,$$ \quad (4.13)

where $\hat{x}^{i_l}$ denotes omission. In particular

$$(x^{i_1}x^{i_2}) \star_W f = \frac{1}{2} (\hat{x}^{i_1}\hat{x}^{i_2} + \hat{x}^{i_2}\hat{x}^{i_1}) \triangleright f$$

$$= \left[x^{i_1}x^{i_2}g_{i_1i_2} + \frac{1}{2} x^{i_1}(g_{i_1i_2}\partial^2g_{i_1i_2} + g_{i_1i_2}\partial^2g_{i_1i_2})\right] \triangleright f.$$ \quad (4.14)

We will need the expression for the star product in the form of the infinite series,

$$(f \star_W g)(x) = f \cdot g + \sum_{n=1}^{\infty} \left(\frac{i\theta}{2}\right)^n C_n(f, g),$$ \quad (4.15)
where \( C_n(f, g) \) are bidifferential operators. Usually the operator \( C_1(f, g) \) is fixed from the requirement \( C_1(g, h)C_1(h, g) = \{f, g\} \), where \( \{f, g\} \) is the Kirillov-Poisson bracket corresponding to the algebra (3.1), while the higher order operators \( C_n(f, g) \) are obtained from the requirement of the associativity of the star product. In our case the associativity of (4.15) follows from the definitions (4.7), (4.8), which in turn are a consequence of the Jacobi identity for the Lie algebra structure constants. Also from the construction it follows that each term \( C_n(f, g) \) should contain the product of \( n \) linear Poisson bi-vectors \( \omega^{ij} = f_k^{ij}x_k \) contracted with \( 2n \) derivatives acting on functions \( f \) and \( g \) and \( (\omega)^n \). The property (4.10) implies that

\[
C_n(f, g) = (-1)^n C_n(g, f). \tag{4.16}
\]

The general form of bidifferential operator \( C_n(f, g) \), satisfying the above requirements is

\[
C_n(f, g) = \sum_{l=1}^{n} \sum_{a=l}^{n} C_{n,a-l+1}^{l} x^{k_1} \cdots x^{k_l} f^{i_1 j_1} \cdots f^{i_l j_l} \tag{4.17}
\]

\[
\begin{aligned}
&f^{i_1+1 j_1+1} f^{i_2+2 j_2+2} \cdots f^{i_n+a j_n+a} \cdots f^{i_1+n-a j_1+n-a} \cdots f^{i_n-1 a} \cdots f^{i_l j_l} \\
&(\partial_{i_1} \cdots \partial_{i_a} f_{j_{a-l+1}} \cdots \partial_{j_n} g + (-1)^n \partial_{i_1} \cdots \partial_{i_a} g_{j_{a-l+1}} \cdots \partial_{j_n} f),
\end{aligned}
\]

where coefficients \( C_{m,l}^{n} \), with \( l \leq m \leq n \) can be determined using (4.12). In particular, from the expression \( x^i \star_W f = \tilde{x}^i \triangleright f \) and formula (3.4) we conclude that

\[
C_{m,n}^{n} = \frac{1}{n!} B_n. \tag{4.18}
\]

The coefficient \( C_{n+1}^{n+1} = 1/n! \), etc. By construction, (4.17) obey the condition (4.16).

Up to the third order one writes then

\[
f \star_W g = f \cdot g + \frac{i\theta}{2} x^{k_1} f^{i_1 j_1} \partial_{i_1} f \partial_{j_1} g \tag{4.19}
\]

\[
- \frac{\theta^2}{4} \left[ \frac{1}{4} x^{k_1} x^{k_2} f^{i_1 j_1} f^{i_2 j_2} (\partial_{i_1} \partial_{i_2} f \partial_{j_1} \partial_{j_2} g + \partial_{i_1} \partial_{i_2} g \partial_{j_1} \partial_{j_2} f) \right] \\
- \frac{1}{3} x^{k_1} f^{i_1 j_1} f^{i_2 j_2} (\partial_{i_1} \partial_{i_2} f \partial_{j_2} g + \partial_{i_1} \partial_{i_2} g \partial_{j_2} f) \right]
- \frac{i\theta^3}{8} \left[ \frac{1}{6} x^{a} f_{a} f_{n} f_{m} f_{l} (\partial_{i} \partial_{j} f \partial_{k} \partial_{l} g - \partial_{i} \partial_{j} \partial_{k} \partial_{l} f) \right] \\
+ \frac{1}{3} x^{a} x^{b} f_{a} f_{n} f_{m} f_{l} (\partial_{i} \partial_{j} f \partial_{k} \partial_{l} g_{m} + \partial_{i} \partial_{j} \partial_{k} \partial_{l} g \partial_{m} f) \right]
+ \frac{1}{6} x^{a} x^{b} x^{c} f_{a} f_{b} f_{c} f_{m} \partial_{i} \partial_{j} \partial_{k} \partial_{l} \partial_{m} f \right] + O(\theta^4) .
\]

To obtain the Weyl star product in closed form one may use the Baker-Campbel-Hausdorff (BCH) formula. The combination of the definition of the star product (4.7) with the Weyl map (4.4) implies

\[
f \star_W g(x) = \int \frac{d^4 k_1}{(2\pi)^d} \frac{d^4 k_2}{(2\pi)^d} \tilde{f}(k_1) \tilde{g}(k_2) W^{-1} \left(e^{i k_1 \cdot x} e^{i k_2 \cdot x} \right). \tag{4.20}
\]
Then the expression \( W^{-1} (e^{ikx} e^{i\theta x}) \) can be calculated using the BCH formula, see e.g. [19]. If the coordinate operators \( \hat{x}^i \) satisfy the Lie algebra commutation relations, then

\[
W^{-1} (e^{ikx} e^{i\theta x}) = e^{iB_m(k_1, k_2)x^m}.
\]  

(4.21)

where the function \( B_m(k_1, k_2) \) depends on the structure constants of the corresponding Lie algebra and satisfies the following properties,

\[
B_m(k_0) = B_m(0, k) = k_m,
\]

(4.22)

which is a consequence of the stability of the unity, i.e., \( f \ast_W 1 = 1 \ast_W f = f(x) \), and the condition

\[
B_m(k_1, k_2) = -B_m(-k_2, -k_1),
\]

(4.23)

coming from the equation (4.10), i.e., hermiticity of the Weyl star product.

In the form of an infinite series the function \( B_m(k_1, k_2) \) is given by the Dynkin formula. For some specific Lie algebras its closed form is known. In case of \( su(2) \) one has, see [2, 20],

\[
\vec{B}(k_1, k_2) = \frac{2 \arcsin|\vec{p}_1 \oplus \vec{p}_2|}{\theta |\vec{p}_1 \oplus \vec{p}_2|} \vec{p}_1 \oplus \vec{p}_2 \bigg|_{\vec{p}_m = k_m \sin(\frac{\pi}{2}|k_m|)/|k_m|},
\]

(4.24)

where \( a = 1, 2 \)

\[
\vec{p}_1 \oplus \vec{p}_2 = \sqrt{1 - |\vec{p}_1|^2} \vec{p}_2 + \sqrt{1 - |\vec{p}_2|^2} \vec{p}_1 - \vec{p}_1 \times \vec{p}_2.
\]

(4.25)

To verify that the formulas (4.8) and (4.20), with \( B_m(k_1, k_2) \) defined in (4.24), correspond to the same star product we will calculate \( x^i \ast_W f \) using (4.20) and then compare with the expression \( \hat{x}^i \triangleright f \), where the operator \( \hat{x}^i \) is given by (2.14). Since the Fourier transform of \( x^i \) is the derivative of a Dirac delta function, we get

\[
x^i \ast_W f = \int \frac{d^3k_1 d^3k_2}{(2\pi)^3} \frac{1}{(2\pi)^3} \left( \frac{\partial}{\partial k_1} \delta(k_1) \right) \tilde{f}(k_2) e^{iB_m(k_1, k_2)x^m} 
\]

(4.26)

\[
= -\int \frac{d^3k_1}{(2\pi)^3} d^3k_2 x^i \frac{\partial B_l(k_1, k_2)}{\partial k_1^i} \delta(k_1) \tilde{f}(k_2) e^{iB_m(k_1, k_2)x^m}
\]

\[
= -\int \frac{d^3k_2}{(2\pi)^3} x^i \frac{\partial B_l(k_1, k_2)}{\partial k_1^i} \bigg|_{k_1=0} \tilde{f}(k_2) e^{iB_m(0, k_2)x^m}
\]

After some algebra one may see that

\[
\frac{\partial B_l(k_1, k_2)}{\partial k_1^i} \bigg|_{k_1=0} = -\theta e^{i\theta_m k_m^2} + \delta^i \theta \frac{k_2}{|k_2|} \cot \left( \frac{\theta}{2} |k_2| \right) + \frac{k_1^i k_l}{|k_2|^2} \cot \left( \frac{\theta}{2} |k_2| \right) - 1.
\]

(4.27)

Then, taking into account (4.22) and integrating over \( k_2 \) we conclude that indeed \( x^i \ast_W f = \hat{x}^i \triangleright f \).
5 Trace functional and equivalent star products

In this section we will describe the perturbative scheme for the construction of the gauge operator $T$ which transforms a given star product $\star'$, corresponding to the Poisson bi-vector $\omega^{ij}(x)$ to the one satisfying the closed property (1.2). For the moment we do not specify the star product, since, as we will see, the procedure is applicable for any one.

We will start introducing the following notations,

$$f \star' g = f \cdot g + \sum_{n=1}^{\infty} \theta^n C'_n(f, g),$$

(5.1)

where $\theta$ is the deformation parameter,

$$C'_1(f, g) = \frac{i}{2} \{ f, g \} = \frac{i}{2} \partial_i f \omega^{ij} \partial_j g$$

(5.2)

and $C'_n(f, g)$ stands for bi-differential operators of higher degree. Further, following [9, 21], let us define for any given function $f$

$$\text{Tr} (f) = \int d^N x \mu(x) \cdot f(x)$$

(5.3)

with $\mu(x)$ being some weight function satisfying

$$\partial_i (\mu \omega^{ij}) = 0.$$  

(5.4)

Let’s now check the closed property for the star product (5.1), integrating by parts the LHS of Eq. (1.2). At first order in $\theta$ this condition holds true because of the property (5.4) of the weight function $\mu(x)$. But already at second order this condition might be violated, as it happens for example with the star product in [14], see [5] for details.

To solve this problem we search for a gauge transformation, $T$, in the form of a perturbative expansion in $\theta$

$$T = 1 + \theta T_1 + \theta^2 T_2 + \ldots,$$

(5.5)

which maps the star product $\star'$ to the new one, $\star$, according to Eq. (1.4), satisfying the desired property (1.2). From Eq. (1.4) we have

$$f \star g = T^{-1} (Tf \star' Tg)$$

(5.6)

and we require that

$$\text{Tr} (f \star g) - \text{Tr} (f \cdot g) = 0.$$  

(5.7)

Thus, the gauge operator $T$ has to satisfy the following

$$\text{Tr} \left[ T^{-1} (Tf \star' Tg) - f \cdot g \right] = 0.$$  

(5.8)

Once the operator $T$ has been found, the new star product $\star$ can be recovered by the formula (5.6).
Let us discuss the condition (5.8) in details. Our aim here is just to figure out the procedure of the construction of the operator $T$. We will not provide the explicit formula for it. First we note that since, 
\[ \text{Tr} \left[ C_1'(f, g) \right] = 0, \]
it is reasonable to set, $T_1 = 0$, i.e., 
\[ T = 1 + \sum_{n=2}^{\infty} \theta^n T_n. \] (5.9)
For the inverse operator we write, 
\[ T^{-1} = 1 + \sum_{n=2}^{\infty} \theta^n T_n. \] (5.10)
From the equation 
\[ T^{-1} \circ T = 1, \]
one finds that $\bar{T}_2 = -T_2$, $\bar{T}_3 = -T_3$, $\bar{T}_4 = T_2^2 - T_4$, etc. Therefore, 
\[ T^{-1} = 1 - \theta^2 T_2 - \theta^3 T_3 + \theta^4 (T_2^2 - T_4) + \ldots. \] (5.11)
Let us write, 
\[ T^{-1} (T f \ast' T g) = f \cdot g + \theta C_1'(f, g) \]
\[ + \theta^2 [T_2 f \cdot g + f \cdot T_2 g - T_2 (f \cdot g) + C_2'(f, g)] \]
\[ + \theta^3 [T_3 f \cdot g + f \cdot T_3 g - T_3 (f \cdot g) \]
\[ + C_1'(T_2 f, g) + C_1'(f, T_2 g) - T_2 C_1'(f, g) + C_3'(f, g)] + \ldots. \] (5.12)
Substituting the above equation in the condition (5.8) we obtain at each order in $\theta$ the following equations for the operators $T_n$: 
\[ \text{Tr} \left[ T_2 (f \cdot g) - T_2 f \cdot g - f \cdot T_2 g \right] = \text{Tr} \left[ C_2'(f, g) \right], \]
\[ \text{Tr} \left[ T_3 (f \cdot g) - T_3 f \cdot g - f \cdot T_3 g \right] \]
\[ = \text{Tr} \left[ C_1'(f, T_2 f, g) + C_1'(f, T_2 g) - T_2 C_1'(f, g) \right], \]
\[ \ldots \]
\[ \text{Tr} \left[ T_n (f \cdot g) - T_n f \cdot g - f \cdot T_n g \right] = \text{Tr} \left[ C_n'(f, g) + \text{lower order terms} \right]. \]
Since the star product $\ast'$ at the $n$-th order in $\theta$ contains derivatives of degree not higher than $n$, and one may integrate by parts the RHS of Eqs. (5.13) as many times as necessary to lower the order of these derivatives, we make the following ansatz for the operators $T_n$: 
\[ T_n = b_{n0}^0(x) + b_{n1}^1(x) \partial_{i_1} + \ldots + b_{n1^{i_1} \ldots i_n}^i(x) \partial_{i_1} \partial_{i_2} \ldots \partial_{i_n} \] (5.14)
that is, it should be a differential operator of order not higher than $n$ with coefficients in the algebra of functions. Note that, by construction, the coefficient functions $b_{n1^{i_1} \ldots i_k}^i(x)$...
must be symmetric in all indices. Eqs. (5.13) will result in a set of algebraic equations for the coefficient functions $b_{ik}^{i_1i_2\ldots i_k}(x)$. Solving these equations one finds the operator $T$.

To illustrate our procedure we will construct the gauge operator in the first nontrivial order, $\theta^2$, for the star product

\[
(f \star_W g)(x) = f \cdot g + \frac{i\theta}{2} \partial_i f \omega^{ij} \partial_j g - \frac{\theta^2}{8} \omega^{ij} \omega^{kl} \partial_i \partial_k f \partial_j \partial_l g - \frac{\theta^2}{12} \omega^{ij} \partial_j \omega^{kl} \left( \partial_i \partial_k f \partial_l g - \partial_k f \partial_i \partial_l g \right) + O(\theta^3)
\]

with $\star_W = \star'$. Integrating by parts the term $\text{Tr} \left[ C'_2(f,g) \right]$ in the first of Eqs. (5.13) we end up with

\[
\text{Tr} \left[ C'_2(f,g) \right] = \frac{1}{24} \int d^N x \partial_i f \partial_l \left( \mu \omega^{ij} \partial_j \omega^{lk} \right) \partial_k g;
\]

that is, the operator $T_2$ can be chosen in this case to be

\[
T_2 = b_{ik}^2(x) \partial_i \partial_k.
\]

Then we compute

\[
T_2(f \cdot g) - T_2 f \cdot g - f \cdot T_2 g = 2 b_{ik}^2(x) \partial_i f \partial_k g.
\]

Substituting Eqs. (5.16) and (5.18) in Eq. (5.13) one finds the algebraic equation

\[
2\mu b_{ik}^2 = \frac{1}{24} \partial_l \left( \mu \omega^{ij} \partial_j \omega^{lk} \right).
\]

Note that since the coefficient $b_{ik}^2$ should be symmetric in the indices $ik$, one finds the following consistency condition for the existence of the gauge operator in this case:

\[
\partial_l \left( \mu \omega^{ij} \partial_j \omega^{lk} \right) - \partial_l \left( \mu \omega^{kj} \partial_j \omega^{li} \right) = 0.
\]

However, due to the Jacobi identity on the Poisson structure $\omega^{ij}(x)$ and the definition (5.4) of the weight function $\mu$, one may see that

\[
\partial_l \left( \mu \omega^{ij} \partial_j \omega^{lk} + \mu \omega^{kj} \partial_j \omega^{il} \right) = -\partial_l \left( \mu \omega^{ij} \partial_j \omega^{kl} \right) = -\partial_l \left( \mu \omega^{ij} \right) \partial_j \omega^{kl} - \mu \omega^{ij} \partial_l \partial_j \omega^{kl} = 0.
\]

That is, (5.20) holds true and the solution of (5.19) is given by

\[
b_{ik}^2 = \frac{1}{48\mu} \partial_l \left( \mu \omega^{ij} \partial_j \omega^{lk} \right).
\]

The modified star product takes the form

\[
(f \star g)(x) = f \cdot g + \frac{i\theta}{2} \partial_i f \omega^{ij} \partial_j g - \frac{\theta^2}{8} \omega^{ij} \omega^{kl} \partial_i \partial_k f \partial_j \partial_l g - \frac{\theta^2}{12} \omega^{ij} \partial_j \omega^{kl} \left( \partial_i \partial_k f \partial_l g - \partial_k f \partial_i \partial_l g \right) - \frac{\theta^2}{24\mu} \partial_l \left( \mu \omega^{ij} \partial_j \omega^{lk} \right) \partial_i f \partial_k g + O(\theta^3).
\]
Note that if the weight function $\mu(x)$ is a constant, the last term in the second line of the above equation becomes just

$$\frac{\theta^2}{24} \partial_i \omega^{ij} \partial_j \omega^{jk} \partial_i f \partial_k g.$$ 

That is, in this case at least up to the second order in $\theta$ the closed star product (5.22) is nothing but the Kontsevich star product, see e.g., in [22]. This observation is in agreement with general result proved in [9], stating that for a Poisson bivector field $\omega^{ij}(x)$ and a constant volume form $\Omega$, such that $\text{div}_\omega \Omega = 0$, the Kontsevich star product constructed from $\omega$ is closed.

For some Lie algebras, like e.g., $\mathfrak{su}(2)$, the weight function $\mu(x)$ can be set to be a constant. Therefore the corresponding closed star product is necessarily the Kontsevich one. For others, like $[\hat{x}, \hat{y}] = i\theta \hat{x}$, the function $\mu(x)$ is not constant and the expression for both, gauge operator $T$, and the closed star product will depend on $\mu(x)$ and its derivatives.

The gauge operator relating the Kontsevich and the Gutt star products on the dual of a Lie algebra was constructed in [11] as a formal power series involving the Kontsevich weights. In the next section we will derive the closed formula for the gauge operator $T$ for the algebra $\mathfrak{su}(2)$.

6 Closed star product on $\mathbb{R}^3_\theta$

Now let us come to the specific case of the noncommutative algebra $\mathbb{R}^3_\theta$. Since the coordinate operators satisfy the algebra (1.1), the corresponding Poisson structure is just $\omega^{ij} = \varepsilon^{ijk}x^k$. One may see that any function on $r^2 = x^2 + y^2 + z^2$ can be chosen as a weight function $\mu(x)$ in the definition of trace (5.3), since

$$\partial_i \left( \mu(r^2) \varepsilon^{ijk} x^k \right) = 0.$$ 

For simplicity we set $\mu = 1$, i.e., the trace functional now is just the integration over the space, $\text{Tr}(f) = \int d^3x f(x)$.

In the previous section we have already calculated the gauge operator and the modified star product up to the second order in $\theta$ for the Weyl star product [14] corresponding to an arbitrary Poisson structure $\omega^{ij}(x)$. Here we will use this result setting $\omega^{ij} = \varepsilon^{ijk}x^k$. From Eq. (5.21) we have then:

$$T_2 = \frac{1}{24} \Delta,$$ 

where $\Delta$ is the ordinary Laplacian.

To find the third order term $T_3$ we have to solve the equation:

$$\int d^3x \left[ \int d^3x \left[ T_3(f \cdot g) - T_3 f \cdot g - f \cdot T_3 g \right] \right]$$

$$= \int d^3x \left[ f \ast_3 g + T_2 f \ast_1 g + f \ast_1 T_2 g - T_2(f \ast_1 g) \right],$$ 
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where, according to Sec. 4 the third order contribution to the Weyl star product corresponding to the algebra (1.1) is given by (4.19). Integrating by parts the RHS of Eq. (6.2) we obtain, up to constants
\[
\int d^3x \varepsilon^{nkl} \varepsilon^{ijm} \varepsilon^{ilm} (\partial_i \partial_j f \partial_k g - \partial_i \partial_j g \partial_k f)
\]
\[
= \int d^3x \varepsilon^{nkl} (-\delta^j_i \delta^n_l + \delta^j_l \delta^n_i) (\partial_i \partial_j f \partial_k g - \partial_i \partial_j g \partial_k f) = 0.
\]
That is the RHS of Eq. (6.2) vanishes after integration by parts. Therefore we can choose
\[
T_3 = 0.
\]
Thus, up to third order in \(\theta\) we obtain
\[
T = 1 + \frac{\theta^2}{24} \Delta + O(\theta^4).
\]
Order by order calculation of the operator \(T\) and also the form (4.9), (4.17) of the Weyl star product indicate that odd powers of \(\theta\) are zero and \(T = T_\theta (\Delta/2)\). This already implies that the operator \(\hat{x}^i\), defined by
\[
\hat{x}^i \triangleright f = x^i \star f = T^{-1} (T(x^i) \star_W T f)
\]
\[
= T^{-1} (x^i \star_W T f) = (T^{-1} \circ \hat{x}^i \circ T) f(x),
\]
can be represented in the form
\[
\hat{x}^i = \tilde{x}^i + \xi^i (\partial),
\]
where the operator \(\xi^i (\partial) = -2T^{-1} T' \partial_i\), and \(T'\) stands for the ordinary derivative with respect to the argument. This is true because
\[
T^{-1} \circ \hat{x}^i \circ T = T^{-1}(\Delta) x^i g_{il} (\partial) T(\Delta) = x^i T^{-1} g_{il} T + \left[T^{-1}, x^i\right] g_{il} T
\]
\[
= \tilde{x}^i - 2T^{-1} T' g_{il} \partial_i = \tilde{x}^i - 2T^{-1} T' \partial_i.
\]
One may easily verify that the operators (6.7) satisfy the \(su(2)\) algebra (2.1). The operator \(\hat{x}^i\) is given by (2.14), while \(\xi^i (\partial)\) can be found from the condition,
\[
\int d^3x (x^i \star f - x^i \cdot f) = 0.
\]
Let us calculate
\[
\int d^3x \left(\hat{x}^i \triangleright f - x^i \cdot f\right) = -\theta \int d^3x x^i \phi_{il}(\partial) f
\]
\[
= -\frac{\theta^2}{12} \int d^3x \partial_l \left[(x^i \partial_l - x^i \partial_i) \chi \left(\frac{\theta^2 \Delta}{2}\right) f\right] - \frac{\theta^2}{6} \int d^3x \chi \left(\frac{\theta^2 \Delta}{2}\right) \partial_i f,
\]
where the function \(\chi(t)\) was defined in sec. 2. The first term in the second line of (6.9) vanishes as a total derivative, while the second one does not. So, if we put
\[
\xi^i = -2\Delta^{-1} \left[\frac{\theta}{2} \sqrt{\Delta} \coth \left(\frac{\theta}{2} \sqrt{\Delta}\right) - 1\right] \partial_i,
\]
in (6.7), then (6.8) holds true. The expression (6.6) now becomes

\[
x_i \star f = \left\{ x_i + i\frac{\theta}{2} \epsilon^{ijk} x^j \partial_k \right\} \triangleright f(x).
\]

(6.11)

On the other hand, it implies the differential equation on the function \( T(t) \), corresponding to the gauge operator \( T \),

\[
T^{-1}T' = \frac{1}{12} \chi,
\]

(6.12)

with initial condition \( T(0) = 1 \). We conclude that,

\[
T = \frac{2 \sinh \left( \frac{1}{2} \theta \sqrt{\Delta} \right)}{\theta \sqrt{\Delta}}.
\]

(6.13)

Note that the combination of the Weyl map with the obtained gauge operator is exactly the Duflo quantization map for polynomial functions on the dual of \( \mathfrak{su}(2) \) [23], extended to a larger class of functions in [20] by means of Fourier expansion

\[
\chi_D(f) = \hat{W} \circ T(f) = \int \frac{d^3k}{(2\pi)^3} \frac{2 \sin \left( \frac{1}{2} \theta |k| \right)}{\theta |k|} \tilde{f}(k) e^{ik_m \hat{x}_m}.
\]

(6.14)

The Duflo isomorphism [23] establishes that the algebra of invariant polynomials on the dual of finite dimensional Lie algebras is isomorphic to the center of the corresponding universal enveloping algebra. It is obtained on composing the Poincaré-Birkhoff-Witt isomorphism (which is only an isomorphism at the level of vector spaces) with an automorphism of the space of polynomials. Let us shortly review the construction. Let us indicate with \( S(\mathfrak{g}) \) the symmetric algebra over the Lie algebra \( \mathfrak{g} \). This may be identified with the polynomial functions on the dual \( S(\mathfrak{g})^\ast \). This is isomorphic to the universal enveloping algebra \( U(\mathfrak{g}) \) as a vector space. Let us consider the subalgebra of \( \text{ad}_\mathfrak{g} \) invariant polynomials, \( S(\mathfrak{g})^\theta \) and let us define the Poincaré-Birkhoff-Witt map

\[
I_{PBW} : S(\mathfrak{g})^\theta \to Z(U(\mathfrak{g}))
\]

(6.15)

as the symmetrized product

\[
I_{PBW}(x_1, \ldots, x_n) = \frac{1}{n!} \sum_{\sigma(p) \in \Pi(n)} x_{\sigma(1)} \ldots x_{\sigma(n)}
\]

(6.16)

with \( Z(U(\mathfrak{g})) \) the center of \( U(\mathfrak{g}) \). This is an isomorphism of vector spaces but not in general an isomorphism of algebras. Generalising previous results of Harish-Chandra to all finite dimensional Lie algebras Duflo proved in [23] that it could be extended to an algebra isomorphism. Upon defining

\[
j^\frac{1}{2}(\sigma \cdot \partial) := \det \frac{1}{2} \left[ \sinh \frac{1}{2} \sigma \cdot \partial \right]
\]

(6.17)
where

\[ \tau \cdot \partial := \tau_i \frac{\partial}{\partial x^i} \]  

(6.18)

\( \tau_i \) the generators of the Lie algebra in the adjoint representation and \( \partial/\partial x^i \) differential operators acting on the universal enveloping algebra, the Duflo isomorphism

\[ \chi_D : S(g)^{\theta} \to Z(U(g)) \]  

(6.19)
is proven to be

\[ \chi_D = I_{PBW} \circ j^2(\tau \cdot \partial). \]  

(6.20)

Restricting to the \( \mathfrak{su}(2) \) case, we can check by direct calculation that the Duflo automorphism \( j^2(\tau \cdot \partial) \) and the gauge operator \( T \) given by Eq. (6.13) coincide. Indeed, the adjoint representation of \( \mathfrak{su}(2) \) is given by the defining representation of \( \mathfrak{so}(3) \), that is

\[ (\tau_i)_{jk} = -i\epsilon_{ijk}. \]  

(6.21)

On using

\[ \det^{2} \left[ \frac{\sinh \frac{1}{2} x}{\frac{1}{2} x} \right] = \exp \left[ \frac{1}{2} \text{Tr} \log \left( \frac{\sinh \frac{1}{2} x}{\frac{1}{2} x} \right) \right] \]  

(6.22)

and

\[ \text{Tr} (\tau \cdot \partial)^{2n} = 2\Delta^n \]  

(6.23)
it is easily proven by series expansion that Eq. (6.17) and Eq. (6.13) coincide order by order. Let us stress that, in order for the result to be correct, it is crucial that the representation of the Lie algebra generators be the adjoint one.

This result implies that the closed star product we are looking for is exactly the one obtained from the Duflo quantization map,

\[ f \star g = \chi_D^{-1}(\chi_D(f) \cdot \chi_D(g)) \]  

(6.24)

which, in principle, is an expected result. Since the integration measure \( \mu(x) \) was chosen to be constant, the closed star product is the Kontsevich star product, as it was mentioned in the previous section. While, as is known, Duflo isomorphism has been demonstrated by Kontsevich to follow from his formality theorem [10] when the Poisson manifold is the dual of a Lie algebra.

Taking into account the eqs. (4.20) with (4.24) for the Weyl star product, the formula (5.6), which relates the Weyl star product and the closed one, and the explicit form of the gauge operator \( T \) given by (6.13) we may write the expression for the closed star product for \( \mathfrak{su}(2) \):

\[ f \star g(x) = \int \frac{d^3 k_1}{(2\pi)^3} \frac{d^3 k_2}{(2\pi)^3} \tilde{f}(k_1) \tilde{g}(k_2) \times \frac{\sin (\theta|k_1|/2) \sin (\theta|k_2|/2)}{\theta|k_1||k_2|} \frac{2|B(k_1, k_2)|}{\sin (\theta|B(k_1, k_2)|/2)} e^{i B_m(k_1, k_2)x^m}. \]  

(6.25)
In particular,  
\[ e^{i\vec{p} \cdot \vec{x}} \star e^{i\vec{q} \cdot \vec{x}} = \frac{\sin (\theta |\vec{p}|/2) \sin (\theta |\vec{q}|/2)}{\theta |\vec{p}| |\vec{q}|} \frac{2|\vec{B}(\vec{p},\vec{q})|}{\sin \left( \theta |\vec{B}(\vec{p},\vec{q})|/2 \right)} e^{i\vec{B}(\vec{p},\vec{q}) \cdot \vec{x}} \]  
(6.26)

A similar expression for the Duflo star product of two plane waves was obtained in [2] in the context of noncommutative Fourier transform for Lie groups.

One may also write the modified star product as  
\[ f \star g = f \cdot g + i\frac{\theta}{2} \epsilon^{ijk} x^k \partial_i g f \partial_j g - \frac{\theta^2}{8} x^a x^b \epsilon^{jal} \epsilon^{imb} \partial_i \partial_j f \partial_l \partial_m g \]  
(6.27)

\[ - \frac{\theta^2}{12} x^a \epsilon^{iln} \epsilon^{jm} (\partial_i \partial_j f \partial_m g - \partial_i \partial_j g \partial_m f) - \frac{\theta^2}{12} \frac{1}{6} \epsilon^{lnk} \epsilon^{jml} (\partial_i \partial_j f \partial_k \partial_m g - \partial_i \partial_j g \partial_k \partial_m f) \]  
\[ + \frac{1}{3} x^a \epsilon^{iln} \partial_n \partial_l f \partial_k g + \frac{1}{3} x^a \epsilon^{bml} \epsilon^{jnk} \partial_i \partial_j \partial_k \partial_m g - \partial_i \partial_j g \partial_k \partial_m f \]  
\[ + \frac{1}{6} x^a x^b \epsilon^{jla} \epsilon^{imb} \epsilon^{klc} \partial_i \partial_j \partial_k f \partial_l \partial_m g \]  
+ \( O(\theta^4) \). 

From this expression we obtain for quadratic polynomials  
\[ x^i \star x^j = x^i \cdot x^j + i\frac{\theta}{2} \epsilon^{ijk} x^k - \frac{\theta^2}{12} \delta^{ij}. \]  
(6.28)

In particular this result yields for the Casimir function:  
\[ \sum_i x^i \star x^i = \sum_i x^i \cdot x^i - \frac{\theta^2}{4} \]  
(6.29)

in agreement with the Duflo quantization of the \text{su}(2) Casimir function as a polynomial in the symmetric algebra. On applying (6.20) and expanding (6.22) up to second order (higher terms yield zero when acting on quadratic polynomials), we have indeed  
\[ \chi_D(x^j x^k) = I_{PBW} \circ \left( 1 + \frac{\delta_{ij} \delta_{jk}}{24} \right) (x^j x^k) = I_{PBW}(x^j x^k) + \frac{1}{12} \delta^{jk} \]  
(6.30)

so that, when applied to the quadratic Casimir function \( \sum_i x^i x^i \) it yields  
\[ \chi_D(\sum_i x^i x^i) = \sum_i \hat{X}^i \hat{X}^i + \frac{1}{4}. \]  
(6.31)

with \( \hat{X}^i \) the usual angular momentum operators and \( I \) the identity operator, both in the appropriate representation. Solving for the Casimir operator we can see that Eq. (6.29) is precisely the symbol of Eq. (6.31).

Because of its very definition the Duflo map represents a mathematically preferred quantization scheme. On the physics side it has been recently applied in [3] to the quantization of the hydrogen atom on the basis of the \text{SO}(4) symmetry of the latter and it
has been shown to correctly reproduce the spectrum. It is therefore remarkable that the closed star product (6.27) be singled out as the one in agreement with such a quantization scheme.

For applications to field theory we derive the expression for the ordinary Fourier transform of the star product (6.25). We have

\[
\mathcal{F}[f \star g](s) = \int d^3x \ [f \star g] (x) e^{-is m x} = \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \tilde{f}(k_1) \tilde{g}(k_2) (2\pi)^3 \delta (s_m - B_m(k_1, k_2)) \times \frac{\sin (\theta|k_1|/2) \sin (\theta|k_2|/2)}{\theta|k_1||k_2|} \frac{2|B(k_1, k_2)|}{\sin (\theta|B(k_1, k_2)|/2)}.
\]

Using the presence of delta function, \(\delta(s_m - B_m(k_1, k_2))\), one may integrate over \(k_2\). To this end one needs to solve the equation

\[
s_m = B_m(k_1, k_2),
\]

w.r.t. \(k_2\) in terms of \(k_1\) and \(s\). First we rewrite (6.33) as

\[
\frac{\sin (\theta|s|/2)}{|s|} \bar{s} = \sqrt{1 - |p_1|^2} \bar{p}_2 + \sqrt{1 - |p_2|^2} - \bar{p}_1 \times \bar{p}_2,
\]

where

\[
\bar{p}_a = \bar{k}_a \sin \left(\frac{\theta|k_a|}{|k_a|}\right) / |k_a|.
\]

By defining \(\bar{c} = \bar{s} \sin (\theta|s|/2) / |s|\) we may solve (6.34) with respect to \(p_2\),

\[
\bar{p}_2 = \bar{c} + \bar{p}_1 \cdot \bar{c} - \sqrt{1 - |p_2|^2} \bar{p}_1 \times \bar{c}.
\]

What is missing here is to find the expression for \(e = \sqrt{1 - |p_2|^2}\) in terms of \(p_1\) and \(c\). Considering the square of the both sides of (6.36) one gets the quadratic equation for \(e\). Having the expression for \(\bar{p}_2\) in terms of \(\bar{p}_1\) and \(\bar{s}\) and the equation (6.35) we finally write

\[
\bar{k}_2 = \bar{k}_2(k_1, s) = \frac{2 \arcsin |p_2|}{\theta|p_2|} \bar{p}_2 \bigg|_{\bar{p}_1 = \bar{k}_1 \sin \left(\frac{\theta|s|}{2}\right) / |k_1|}.
\]

The perturbative expression reads

\[
\bar{k}_2 = \bar{s} - \bar{k}_1 + \frac{i\theta}{2} \bar{k}_1 \times \bar{s} + \ldots
\]

Substituting (6.37) in (6.32) we end up with

\[
\mathcal{F}[f \star g](s) = \int \frac{d^3k_1}{(2\pi)^3} \bar{f}(k_1) \bar{g}(k_2) \frac{2|s| \sin (\theta|k_1|/2) \sin (\theta|k_2|/2)}{\theta|k_1||k_2| \sin (\theta|s|/2)},
\]

where \(\bar{k}_2\) is given by (6.37).
7 Derivative operator and deformed Leibniz rule

To fix the derivative operator $\hat{\partial}_i$ on $\mathbb{R}^3_\theta$ we impose two natural requirements. First, it should be self-adjoint with respect to the introduced trace functional, i.e.,

$$\text{Tr} \left( \hat{\partial}_i f \ast g \right) = \text{Tr} \left( f \ast \hat{\partial}_i g \right).$$  \hspace{1cm} (7.1)

The second, is that it should have a correct commutative limit, in a sense that the algebra of commutation relations between the derivatives and coordinate operators in the limit $\theta \to 0$, should reproduce the standard Heisenberg algebra. The operator satisfying these two requirements can be chosen as

$$\hat{\partial}_i = -i\partial_i - \frac{i}{2} \partial_i \ln \mu(x),$$  \hspace{1cm} (7.2)

see [24] for details. Taking into account the specific choice of the measure $\mu = 1$ on $\mathbb{R}^3_\theta$, if one sets

$$\hat{\partial}_i = -i\partial_i,$$  \hspace{1cm} (7.3)

both conditions are satisfied.

Notice however that ordinary derivatives are not derivations of the star product (6.27), namely, they do not satisfy the standard Leibniz rule

$$\partial_i (f \ast g) \neq (\partial_i f) \ast g + f \ast (\partial_i g).$$  \hspace{1cm} (7.4)

We shall show below that for closed star products ordinary derivatives can only violate the Leibniz rule weakly, that is, the Leibniz rule is verified up to a total derivative. This property has been already used in [13] for the derivation of conservation laws [13]. In next section, it will allow us to define the kinetic part of a scalar field theory action as in the commutative case, in terms of the ordinary Laplacian. The closure condition (5.7), written as

$$\int d^3x \left[ f \ast g - f \cdot g \right] = 0,$$  \hspace{1cm} (7.5)

implies that the integrand is a total derivative, i.e., there exist such a bidifferential operator $a^j(f, g)$, that

$$f \ast g = f \cdot g + \partial_j a^j(f, g).$$  \hspace{1cm} (7.6)

Up to the third order in $\theta$ it can be written as

$$a^j(f, g) = \frac{i\theta}{4} x^j \varepsilon^{jkl} (\partial_k g - \partial_k f) + \frac{\theta^2}{16} x^a x^b \varepsilon^{jka} \varepsilon^{mnb} (\partial_k \partial_m f \partial_n g - \partial_m f \partial_k \partial_n g)$$
$$+ \frac{\theta^2}{48} x^k (\varepsilon^{ilk} \varepsilon^{mlj} - \varepsilon^{mlk} \varepsilon^{ijl}) \partial_m f \partial_i g + O(\theta^3).$$  \hspace{1cm} (7.7)

Now differentiating both sides of (7.6) one finds:

$$\partial_i [f \ast g] = \partial_i f \cdot g + f \cdot \partial_i g + \partial_j \partial_i a^j(f, g).$$  \hspace{1cm} (7.8)

Using (7.6) one more time we end up with the identity

$$(\partial_i f) \ast g + f \ast (\partial_i g) = \partial_i [f \ast g] + \partial_j b^j(f, g),$$  \hspace{1cm} (7.9)
where

\[ b^{ji}(f, g) = a^j (\partial_i f, g) + a^j (f, \partial_i g) - \partial_i a^j (f, g) \]  \hspace{1cm} (7.10)

\[ = \frac{i\theta}{4} \varepsilon^{jki} (\partial_k f \cdot g - f \cdot \partial_k g) + O(\theta^2) \]

Notice that here the coefficients \( a^j \) and \( b^{ji} \) are given only at first nontrivial orders. Higher order contributions and the closed formula can be obtained from (7.5) taking into account the definition of the star product \( \star \), (5.6), the gauge operator \( T \), given by (6.13), and the Weyl star product for \( su(2) \) in the form (4.9), (4.17).

## 8 Scalar field theory on \( \mathbb{R}^3_\theta \)

As an application let us consider the classical action

\[ S = \int d^3x \left[ \frac{1}{2} \phi^* \Delta \phi + \frac{m^2}{2} \phi^* \phi + \frac{\lambda}{4!} \phi^* \phi \phi^* \phi \right] \]  \hspace{1cm} (8.1)

with \( \phi \) a scalar, complex field. Since the product is closed, we may integrate by parts and neglect total derivatives so to have, for the quadratic part

\[ S_K = \int d^3x \left[ \frac{1}{2} \phi^* (\Delta + m^2) \phi \right] \]  \hspace{1cm} (8.2)

As for the interaction term by the same reasons we can drop one star and write it as:

\[ S_{int} = \int d^3x \frac{\lambda}{4!} (\phi^* \phi)^2, \]  \hspace{1cm} (8.3)

where the star product is given by (6.25). Using (6.39) we may write it in terms of Fourier transform.

As an example of application of the deformed Leibniz rule (7.9) let us derive the electric charge density of the complex scalar field in the interacting theory (8.1). The Euler-Lagrange equations for the scalar field \( \phi \) and its conjugate \( \phi^* \) read

\[ \Delta \phi - m^2 \phi - \frac{\lambda}{3!} \phi^* \phi \phi^* \phi = 0, \]  \hspace{1cm} (8.4)

\[ \Delta \phi^* - m^2 \phi^* - \frac{\lambda}{3!} \phi^* \phi \phi \phi^* = 0. \]

Let us star multiply the first equation from the right by \( \phi^* \) and then subtract the second equation star multiplied from the left by \( \phi \). Taking into account the associativity of the star product we end up with the identity

\[ \Delta \phi \phi^* - \phi \Delta \phi^* = 0. \]  \hspace{1cm} (8.5)

Using (7.9), the LHS of this equation can be represented as

\[ \Delta \phi \phi^* + \partial_i \phi \phi^* \phi^* - \partial_i \phi \phi \phi \phi^* - \phi \Delta \phi^* \]

\[ = \partial_i \left( \phi \phi^* \phi^* - \phi \phi \phi \phi^* \right) = \partial_i \left( \phi \phi^* \phi^* - \phi \phi \phi \phi^* \right). \]
That is, (8.5) becomes the conservation law, \( \partial_i j^i_\theta = 0 \), for the noncommutative current
\[
j^i_\theta = \partial_i \phi^* \phi - \phi \partial^i \phi^* + b^{ij}(\phi, \partial_j \phi^*) - b^{ij}(\partial_j \phi, \phi^*).
\] (8.7)

In the commutative limit, \( \theta \to 0 \), \( j^i_\theta \) transforms to the standard current density for the complex scalar field, \( j^i_0 = \partial_i \phi \phi^* - \phi \partial^i \phi^* \). However, it should be noted that the commutative current density \( j^i_0 \) is no longer conserved in the interacting theory (8.1).

9 Conclusion and perspectives

One of the main results of the article is represented by the closed expression for the gauge operator \( T \) (6.13) which relates the Weyl star product with the closed one, together with the fact that the closed star product is exactly the one we would obtain by Duflo dequantization. Because of the existence of a closed star product, we could define a derivative operator which obeys a deformed Leibniz rule. This in turn allowed the definition of a Laplacian that is exactly the ordinary non-deformed one. In such a framework it becomes now possible to study interacting quantum field theories, which are deformations of ordinary commutative ones, the kinetic term of the action being undeformed. As an example one could consider the scalar action introduced in section 8. In the latter case the quartic interaction term reduces to the square of \( \phi^* \phi \) which can in turn be analyzed in terms of the Fourier transform (6.39). Another possibility would be to look for a suitable matrix basis adapted to the quantization-dequantization scheme considered here (see [25] for details). We shall come back to this issue elsewhere.
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